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Types of Relations

Empty Relation is the relation R ina setA, in which no element of
Aisrelated to any element of A, i.e., R=p cAxA.

Universal Relation is the relation R in a set A, in which each
element of Aisrelated to every element of A, i.e., R=AxA.

Both the empty relation and the universal relation are some
times called trivial relations.

Reflexive Relation : (a,a) € R, foreverya € A.

Symmetric Relation : (a;,a,) € R implies that (a,,a;) € R, for
all aj,ay €A.

Transitive Relation : (a;,a;) € R & (ay,a3) e R implies that
(a,a3) eR, forallaj,ap,a3 € A.

Equivalence Relation : A relation R in a set A is said to be an
equivalence relation if R is reflexive, symmetric & transitive.
Equivalence class {a} containing a € A for an equivalence relation
RinAisasubset of A containing all elements brelated to a.

Mind Map_ 1 Composition of Functions

Letf: A— B & g: B — C be two functions. Then the
composition of f & g, denoted by gof, is defined as the function
gof : A — C given by

gof (x) = g(f(x)), V x €A

Relation A £ g

B
A relation from a non-empty set A @
to itself is a subset of cartesian ‘
product A x A. v
Relation from a set Ato set Bisa
subset of cartesian product
A x B. Theorem : If f: X—> Y, g: Y —>Z &h:Z — S are functions,

gof

then
ho(gof) = (hog)of
If gof is one-one = f'is one-one
If gof is onto = g is onto.
Iff: X — Y is a function such that there exists
a function g : Y — X such that
gof =1, &fog =1y,
then f must be one-one and onto.

—a—

RE I.ATIONS b B Invertible Function

A function f: X — Y is defined to be invertible,

. & F U N CTI o N s if there exists a function g : Y — X such that
Function
J

gof =1 &fog =1y.

For any two non-empty sets X & Y,
a function f'is a rule or mapping
which associates each element of
set X to a unique element in set Y.

The function g is called the inverse of f & is
denoted by £L

Note : A function f: X — Y is invertible if &
only if fis one-one & onto.

Theorem : Letf: X > Y & g: Y — Z be two
invertible functions. Then gof is also invertible
with (gof) ! =flog 1.

Types of Functions

Binary Operations

Otherwise, fis called many-one.

element x in X such that f(x) =y

in'Y which has no pre-image in A.

Into Function : A function f: X — Y is into if there exists atleast one element

One-One & Onto Function : A function f: X — Y is said to be one-one &
onto (or bijective) if f is both one-one & onto.

One-One Function : A function f: X — Y is one-one (or injective) if the A binary operation * on a set A is a function * : A x A — A. We denote *(a, b) by a * b.
images of distinct elements of X under f are distinct, i.e., Addition, multiplication, subtraction & division are examples of binary operation, as ‘binary’ means ‘two’.
f(x)) =1(x2) = x; =X, VX1, x5 € X. Types of Binary Operations

¢ Abinary operation * on set A is called commutative if, a* b="b * a for every a,b € A.

Onto Function : A function is onto (or surjective) if every element of Y is the «  Abinary operation * : A x A — A is associative if, (a *b)*c=a* (b*c),Va,b,ceA.
image of some element of X under f, i.e., for every y €Y, there exists an

e Aneclemente € A, if it exists, is called an identity element for binary operation
*:AxA—>Aiffa*e=a=e*a, VacA.
An element a € A is said to be invertible with respect to the operation * : A x A — A if there exists an element
binAsuchthata*b=e=b*a.
Then, b is called the inverse of a & is denoted byafl.

More:
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Inverse
Function

Principal

Domain Value Branch

y= sin1x [-1,1] [%,g}

[-1,1] [0, m]

R-(L1) E,ﬂ—m}

R-(-1,1)

]

R (j E)
2," 2

[0, =]

Mind

INVERSE
TRIGONOMETRIC
FUNCTIONS

Properties Of Inverse Trigonometric Functions

Property-1
(i) sin”(sinB)=8, if? <0< g

(i) cos™!(cosB)=8, if 0<O<T
(iif) tan"'(tan®) =6, if_Tn <8< g
(iv) cot™l(cotB) =0, if0<O<m

W) sec_l(sec9)=e, if 059<§ or§<65 T

(vi) oosec_l(cosece)=9, if—g59<0 0r0<6$§

Property-2

(@) sin(sin'x)=x,if ~1<x <1

(ii) cos(cos ' x) =x, if ~1<x <1

(iii)tan (tan"'x) = x, if —eo<x <00
(iv)cot(cot'lx) =X, if —co<xX <00

(v) seclsec ' x)=x, if —o<x<-lorl<x <o

(vi)(:osec(cose(f1 x)=x,if —o<x<-lorl<x<eo

Property-3

(i) sin”!(-x)=—sin"'x,if ~1<x <1

(ii) cos™! -x)=m —cos ' x,if —1<x <1

(iii) tan~!(—x)=—tan"'x,if —o<x <0

(iv) cot ™} (=x) = m—cot ! x, if —e0 <X <00

) secl(-x)=m—sec ™ x,if —eo<x<-lor1<x <00

(vi) cosec 1 (—x) = —cosecIx, if —co<x<~1 orl<x <0

Property-4

() sin'x+cos ' x = g, xe[-11]
(if) tan " x+cot ' x= g

(iif) sec”! x +cosec 'x = g, X € (—oo,—1]U[1,00)

Map-2

Property-5

Property-6 Property-7

@) sin~Tx = cosec ™" (l), -1<x<1
X
(ii) cosec™x =sin™! (lJ xeR-(-L1)
X

AL

(iii)cos_lx=sec , =1<x<1

(iv) sec™ x = cos™!

XeR

lj, xER-(-11)
X

5 =i =l S x+y ) .

tan” x+tan” y=tan ,if xy<1
@ x y (1—ny if xy
i) tan=1 = SR A
) t —tan =t — |,if xy>-1
(if) tan™'x y=tan [ny)» xy

(iii) tan ' x +tanly+tan "'z

(i) sin'x+sin”'y
=sin_1{x\]1—y2 +y\]l—x2),
if -1<x,y<1
andx? +y? <1
m-ifxy<0andxz+y2>1
an-l| XY tZ=XyZ A

1-xy-yz—zx

if x>0,y>0,z>0

@ii)sin" x—sin"'y
] =sinxfl -7 -y 1=,
if-1<x,y<1

2
and (xy+ yz+zx) <1 and x +y251

G
(
W) tan~ x = cot™! [i
&

(vi) Got ™\ x = fan”! ) xeR

Property-8

@) cos_lx+cos_1y=oos_l{xy-\ll—x2\ l—yz},

if -1<x,y<land x+y 20

(i) cos!x —cos™! Y= cos™! {xy+v1- x2 \]1 - y2 5

if -1<x,y<land x<y

Property-10

(@) 2cos'x=cosl(2x2-1), if 0<x <1

(i) 3cos!x =cos (4x3-3x), if% <x<1

or if xy>0
andx? +y2>1

Property-9
P, N, | f 25 el 1
(i) 2sin™" x =sin" (2xV1-x ,1f55xsﬁ

(i) 3sin™! x = sin~ (3x— 4x), if%Ist%

Property-13

Property-11

. -1 2x
i) 2tan” x = tan 1(
®» -

), if —1<x<1

3x-x 1

i)3tan™! x = tan~ if = <Xx<—=
(i), [1 32J1\/§ X N

Property-12

2x

16) 2tan_1x=sin_1[ 5
1+x

), if —-1<x<1

2
(i) 2tan'x=cos! [i—"z] ifO<x<oo
+Xx

(i) mn‘lx:sin“( o J (

-1

sin” x = cos™ 1 y1-x2 = tan™1 —=
V1-x2
et
=cosec | —
1-x x

cos 'x =sin1y1-x? =tan™ [lx]

=cot! [_x ]= sec! [1] e cosec'l( ! J
Vi-x2 X 1-x2

=)

’ 2
=sec 1 y1+x% = cosec™ [ +x ]

X
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Order of a Matrix

A matrix having m rows and n columns is called a
matrix of order mxn or simply mxn matrix.

or A =[alpuy,1<i<m1<j<nijeN

aj; is an element lying in the i row & j* column.
The number of elements in mxn matrix will be mn.

Types of Matrix

Column Matrix : A matrix is said to be a
column matrix if it has only one column, i.c.,
A= [aij]mxl is a column matrix of order mx1.
Row Matrix : Row matrix has only one row,
i.e., B=[bjljy is a row matrix of order Ixn.
Square Matrix : Square matrix has equal
number of rows and columns, i.c., A =[ajlnxm
is a square matrix of order m.

Diagonal Matrix : A square matrix is said to be
diagonal matrix if all of its non-diagonal
elements are zero, i.e., B= [bij Jmxn 18 said to be a
diagonal matrix if bi_i =0, where i #j.

Scalar Matrix : It is a diagonal matrix with all
its diagonal elements equal, i.e., B =[b,] ., isa
scalar matrix if

bij =0, where i#]

bij = k, when i =j & k = constant.

Identity Matrix : It is a diagonal matrix having
all its diagonal elements equal to 1, i.e.,
A =[aj5]mxn is an identity matrix if

2= {l,if i=j

U 0,ifi=j

we denoted identity matrix by I, when order is n.
Zero Matrix : A matrix is said to be zero or null

matrix if all its elements are zero. It is denoted
by O.

. @ (MATRIC
-

Mind Map-3

Properties of Matrix Multiplication

of order mxn,

Matrix

Multiplication of Matrices

A matrix is an ordered rectangular array of numbers
or functions. The numbers or functions are called
the elements of the matrix.
1 25

6

For example is a matrix.

The horizontal lines of elements in the above matrix
are said to constitute, rows of the matrix & vertical
lines of elements are said to constitute columns of
the matrix. Thus above matrix has 2 rows and 3
columns.

(b)(A+B)C
If A & B are any two matrices, then their product defined.
AB will be defined only when the number of
columns in A is equal to the number of rows in B.
IfA= [aij]mxn and B= [bij]nxp > then their

product AB=C= [e51, is a matrix of order
n

AB #BA (in
(iv) Existence of

there exists an identity matrix I of same order such

(I) Associative Law for Multiplication : IfA, B & C are three matrices

nxp & pxqrespectively, then (AB) C=A(BC)

(ii) Distributive Law : For three matrices A, B & C
() AB+C)=AB+AC

=AC + BC, whenever both sides of equality are

(i) Matrix Multiplication is not commutative in general, i.c.,

general).

Multiplicative Identity : For every square matrix A,
i . = at [A=Al=A.

mxp, where (ij)" clement of AB=Cy; = Eatblj
r=1

Transpose of a Matrix

z

9 pg

Properties of Transpose of the Matrices

The matrix obtained from a given matrix A by
changing its rows into its corresponding columns
or columns into its corresponding rows is called
transpose of matrix A & it is denoted by A" or A". If
the order of A is m x n, then order of AT is nxm.

In other words if A =[ajj]yyy then AT = [3ilnxm

For any matrices A & B of suitable orders, we

have:
@ (ADH'=A

Symmetric & Skew Symmetric Matrices

(i) (kA)" =k(A)" (where k is constant) Symmetric Matrix
(iii) (A= B)"=AT+ BT

(iv) (AB)' =B'A"

Addition of Matrices

Equality of Matrices

Two matrices A = [ajj]and B = [by;] are said to be

equal if

(i) they are of the same order

(ii) each element of A is equal to the corresponding
element of B, i.e., ajj = bij foralli&j

(@)
(ii)
(iii)

Multiplication of a Matrix by a Scalar

Let A= [aij Tmxn be amatrix & k be anumber.
Then, kA = Ak =[ka,

Properties
(D k(A+B)=kA+kB (i) (k+t) A=KkA+tA.

ij dmxn

Sum of the two matrices is a matrix obtained by
adding the corresponding elements of the given
matrices, i.e., A= [aj;]and B=[b;] are two matrices
of same order mxn. Then sum of two matrics A & B is
defined as ¢ = [cj], where ¢ =a;;+by foralli & j.
Difference of matrices : The difference A — B is
defined as D =[d;;], where d;; =a;;—by forall i & j.
In order words D =A —
of matrices A & (-B).

Properties of matrix Addition

B =A+ (-B), that is the sum

Invertible Matrix
and Inverse Matrix

If A is a square matrix and there exists another
square matrix B of the same order such that
AB=BA=1, then B is called the inverse matrix
of A &itis denoted by AL

Inthat case A is said to be invertible matrix.
Properties of Invertible Matrices

A=

A square matrix A = [a] is called a symmetric matrix, if

3jj=aji foralli,jorAT=A

Skew Symmetric Matrix

A square matrix A = [aij] is called a skew-symmetric matrix, if

a5 =—aji foralli,jor AT =—A.

Properties of Symmetric & Skew Symmetric Matrices

(I) For any square matrix A with real number entries, (A +AT)
is a symmetric matrix & (A—A") is a skew symmetric matrix.

(ii) Any square matrix A can be expressed as the sum of a symmetric &
a skew symmetric matrix as

E(A+ AT)}+[%(A— AT)]

(i) Uniqueness of Inverse : Inverse of a square
matrix, if it exists, is unique.

(i (AB) ' =B71A7!

Elementary Operation (Transformation of a Matrix)

Commulative Law: A+ B=B +A
Associative Law: (A+B)+C=A+ (B+C)
Existance of Additive Identity: LetA =[a;;]p.n
& O = zero matrix of order mxn, then
A+0O=0+A=A.Here O is the additive
identity for matrix addition.

Existance of Additive Inverse

Let A =[ajjlmxn be any matrix then we have
another matrix as —A =[-ajjlmxn such that
A+ (-A)=(-A) + A= 0. Here —A is the
additive inverse of A or negative of A.

There are six operations on

«

a matrix, three of which are due to rows & three due

to columns, called elementary operations or Transformations.

Inverse of a Matrix by
Elementary Operations

IfAjs amatrix such that A™! exists, then to find
A’1 using elementary row operations, write
A=1A & apply a sequence of row operations on
A=IAtill we get, | = BA. The matrix B will be
the inverse of A. Similarly, if we wish to find
A" using column operations, we write A =Al
& apply asequence of column operations on
A=ATtill we get, [=AB.

(i) The interchange of any two rows or two columns symbolically, interchange
of i™ & j= rows is denoted by R; «» R j & same will be for columns, i.c.,
G Cj.

(ii) The multiplication of the elements of any row or column by a non zero
number. For rows it is denoted as R; <> kR;, k # 0 & for columns:

C o kCi.

(iii) The addition to the elements of any row or column, the corresponding
elements of any other row or column multiplied by any non-zero number.
Symbolically, the addition to the elements of it row, the corresponding
elements of jm row multiplied by k is denoted as:R; <> R; +kR g (k#0)
For columns : C; <> C; +kC;

More: WIWW.JEEBOOKS.IN
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Square ﬁ::?):r:f"g:ie: Three Mlnd Map_ 4

ConsiderA=[a,],.,

a;) ap  ag Determinant Adjoint of a Matrix
ay1 a» az|,
i & - Every square matrix associates to an expression or a 211 212 23 A Az Ay
. 31 932 933 number which is known as its determinant. IfA=[a;] IfA= |2y ap» 4| thenadjA=|A12 An A
Expansion along first Row (R,) - " . Ax A A
A= (0, )y 2y g By By g is a square matrix of order n, then the determinant of 13 Q23 B33

11 2293 32923, 12 ikt 3123, 13\©21%32 319422, Als denotedby det(A) or‘A‘orA

Then,|A|=

231 a3 a3

=808 A, 808, — 358,35, 21885, T 8,,8,,85, — 813352, where A;; is the cofactor of a
If A be any given square matrix of order n, then = .
u Aadi A) Zédj A)(}\: A1 Singular and Non-Singular Matrices
where I is the identity matrix of order n.

A square matrix A is said to be singular if |A| =0,

Properi‘ies of Determinants otherwise it is called non-singular matrix.

If A & B are non-singular matrix of same order, then
The value of a determinant remains AB & BA are also non-singular matrices of same order.
unchanged if its rows and columns are

interchanged.

If any two rows (or columns) of a DETE RMI NANTs\
determinant are interchanged, then sign of J

determinant changes.

If any two rows (or columns) of a .
determinant are identical, then the value of If A and B are two matrices such that
determinant is zero. AB=1=BA

If each element of a row (or a column) of a then B is called the inverse of A and it is denoted by AL
determinant is multiplied by a constant k, A

then its value gets multiplied by k. a Also, A = % Lif|A[#0

If some or all the elements of a row or

column of a determinant are expressed as a Properties of Inverse Matrix

sum of two (or more) terms, then the Area of a Triungl e Let A and B are two invertible matrices of the same
determinant can be expressed as a sum of two order, then

(or more) determinants. Area of a triangle with vertices (x,, y,), (X,, y,) and @ A B)7l =plal

If the equimultiples of corresponding (X5, ys) is given by Tl T
elements of other row (or column) are added e i A) =A7)
(i) adi(A™)=(adjA)"!

Inverse of a Matrix

to each element of any row or column of a x oyl
determinant, then the value of the A==[Xg ¥y 1

determinant remains the same. 2 x5 vs 1
(vii) |AT| =|A], where A = transpose of A. Applications of Determinants and Matrices

3 Solution of System of Linear Equations using + Unique solution of the equation AX = B is given by

(Tlm) IfA= [aij]§x3a then [kA| =K’ |A|. o Inverse of a Matrix X=A"B, when|A|#0

(ix) The (liettermlgan: og :}Ille‘producttc';f matrices is A4 Consider the syitem of equations . A system of equatipns is said to be congistent or
equal to product of their respective Minor and Cofactor of an Element ax+by+ez=d, inconsistent according as its solution exists or not.

ge;i?;;i;tes’rnL;;i]c[z?‘c’;s‘:rxll‘eBc"’r ;\{c};ere A& GiDeIeninanT a,x + b,y +c,z=d, « For a square matrix A in the matrix equation AX = B
a3X + byy +cy;z=d; (i) If|A|# 0, there exists a unique solution and the

Minor: The determinant that is left by cancelling the row and system of equations is consistent.

column intersecting at a particular element of a determinant is _[a b ¢ % 4 (ii) If|A|=0, and (adj A) B # 0, then there exists no
called the minor of that element of the determinant. Minor of LetA= b x=|y|&B=|d solution and the system of equations is

an element a;; of a determinant is denoted by M;;. 22 92 QA=Y B inconsistent

Cofactor: The cofactor of an element a;; of a determinant is a3 by c3 4 ds (iii) If |A| = 0 and (adj A) B=0, ther} the system may
or may not be consistent according as the system

X itj i -Bi
denoted by A.} (or Cij) and is equal to (~1) M;;. Then, We can wiite, AX =B e, has either infinitely many solutions or no solution.

More: WIWW.JEEBOOKS.IN
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Mind Map-5

Continuity

Algebra of Continuous Functions

Theorem 1: Suppose f & g be two real functions
continuous at a real number ¢, Then

(1) f+ g is continuous at x =c¢

(2) f— g is continuous at x = ¢

(3) f-g is continuous at x = ¢

(4) f/g is continuous at x = ¢, (provided g (c) # 0)
Theorem 2: Suppose f & g are real valued functions such
that (fog) is defined at c. If g is continuous at ¢ & if fis
continuous at g(c), then (fog) is continuous at c.

Continuity of a Function at a Point
Suppose f'is a real function on a subset of the real numbers &
let ¢ be a point in the domain of f. Then f'is continuous at ¢ if

lim £(x) = £(c)
X—C

Continuity of a Function in an Interval

Suppose f'is a function defined on a closed interval [a, b], then
for f'to be continuous, it needs to be continuous at every point

in [a, b] including the end points a & b.
Continuity of fat a, lim f(x)=f(a)
X—)B+
Continuity of fat b, lim f(x)=£f(b)
—b~

X-
A function which is not continuous at point x = ¢ is said to be
discontinuous at that point

Differentiability

A function f'is said to be differentiable at a point ¢
in its domain, if its left hand & right hand
derivatives exist at ¢ & are equal.

Hereatx =c,

Left Hand Derivative,

LD = .}E‘,})f(c 1:) (o) _ =Lf{(0)

Right Hand Derivative,

/CONTINUITY AND 4

Logarithmic Differentiation

Differentiation of Inverse
Trigonometric Functions

£(x)

sin'x

f'(x) Domain of '

LD

Logarithmic Differentiation is a very useful technique to

differentiate functions of the form f(x) = [u(x)]le),
where f(x) & u(x) are positive.

We apply logarithm (to base) on both sides to the above
equation & then differentiate by using chain rule, in this
way we can find f'(x). This process is called logarithmic

%(ﬁx)=ex, %(logx):l &%a":axloga
X

LD
R

R

cosec x| — ——

8 eIFFERENTIABILITY

f(c+h) @) _g )

Theorem: If a function fis differentiable at a point
¢, then it is also continuous at that point. Therefore,
every differentiable function is continuous, but the

converse is not true.

Algebra of
Derivatives

Let u, v be the functions of x.

Derivatives of Functions in
Parametric Form

The set of equations x = f(t), y = g(t) is called
the parametric form of an equation.

dy _dy/dt _g'®)
dx dx/dtorf'(t)

9

Here,

dy

Here, is expressed in terms of parameter

only without directly involving the main
variables.

00—

Second Order Derivative

Mean Value Theorem

Implicit Functions

An equation in the form f(x, y) = 0 in which y is
not expressible in terms of x is called an implicit

(1) Sum and Difference Rule Chain Rule

function of x & y.
Derivative of Implicit Functions

(uxv)=u=£Vv

(2) Leibnitz or Product Rule
(uv)' =u'v+uv'

(3) Quotient Rule

[E]I _uv-w
v v2

If'y is a function of u, u
is a function of v & v is
a function of x.

dy dy du dv

Then, @ =5 & &

Lety = f(x, y), where f(x, y) be an implicit function
ofx &y.
« Firstly differentiate both sides of equation w.r.t x

¢ Then take all terms involving Y on LHS. &

remaining terms on R.H.S. to get the required
value.

If f: [a, b] = R is continuous on [a, b] & differentiable
on (a, b). Then there exists some c in (a, b) such that

Ta) f(c)é f(b)é

X "l

Y

The Mean value Theorem states that there is a point ¢
in (a, b) such that the slope of the tangent at (c, f(c)) is
same as the slope of the secant between (a, f(a)) and
(b, f(b)) or there is a point ¢ in (a, b) such that the
tangent at (c, f(c) is parallel to the secant between

(a, f(a)) & (b, f(b)).

Let y = f(x), then =f'(x)

If f'(x)is differentiable, then we may
differentiate it again w.r.t. x & get the second
order derivative represented by:

)2

or =2 orf"(x)orD’yory"ory,

d.Xz

Rolle's Theorem

If f: [a, b] —> R is continuous on [a, b] & differentiable
on (a, b) such that f(a) = f(b), then there exists some ¢
in (a, b) such that f'(c) = 0

Y

In the above graph, the slope of tangent to the curve at
least at one point becomes zero. The slope of tangent at
any point on the graph of y = f(x) is nothing but the
derivative of f(x) at that point.
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Increasing and
Decreasing Functions

O

(I) Let I be an open interval contained in the domain of a
real valued function f. Then fis said to be
(i) increasingonlifx, <x,inl
=1f(x))<f(x,) V x,x, €l
(ii) strictly increasing on I if x, <x, in [
= f(x)) <f(x,) VX, %, € L.
(iii) decreasing on Iifx; <x,inl
=f(x) 2 f(x,) Vx,x, € L.
(iv) strictly decreasingonIifx, <x,inI
=f(x))>f(x,) VX, X, € L.
(IT) A function fis said to be increasing at x,, if there exists an
interval I=(x,—h,x,+h),h>0suchthat forx,,x,
X <X,inI= f(x,)<f(x,)

Similarly, the other cases i.e., strictly increasing, decreasing and
strictly decreasing can be clarified.

2

Afunction f(x) defined in the interval [a,b] will be

Monotonic increasing <> f'(x)=0 x € (a,b)

Monotonic decreasing < f' (x)<0x € (a,b)

Constant function < f'(x)=0x € (a,b)

Strictly increasing < f'(x)>0x € (a,b)

Strictly decreasing < f'(x)<0x € (a,b)

Properties of Monotonic Functions

(1) If f(x) and g(x) are monotonically (strictly) increasing
(decreasing) functions on [a, b], then gof (x) is a
monotonically (strictly) increasing function on [a, b].

(2) If one of the two functions f (x) and g(x) is strictly
(monotonically) increasing and other is strictly
(monotonically) decreasing, then gof (x) is strictly
(monotonically) decreasing on [a, b].

Mind Map-6

Rate of Change of Quantities

The rate of change of y with respect to x at a

point x = X, is given by [%

x=x,
Note that % is positive if y increases with
increase in x and is negative if y decreases

with increase in x.

Tangents and Normals

The equation of the tangent at (x,, y,) is given
below:

— 8

APPLICATION OF
DERIVATIVES

n

Maxima and Minima

1.Let fbe a funciton defined on an interval I. Then

(a) fissaid to have a maximum value in L. if there
exists point ¢ in I such that f(c) > f (x), for all
xel
f{c) is the maximum value and point ¢ is a
point of maximum value of fin 1.

(b) fis said to have a minimum value in I. if there
exists a point ¢ in I such that f(c) < f (x), forall
xel
f(c) is the minimum value and point ¢ is a
point of minimum value of fin L.

(c) fis said to have an extreme value in I if there
exists a point ¢ in I such that f(c) is either a
maximum value or aminimum value of fin 1.
f(c) is an extreme value and point ¢ is called
an extreme point.

Let fbe a real valued function and let ¢ be an
interior point in the domain of f. Then
(a) ciscalledapoint oflocal maxima ifthere
isanh> 0 such that
f(c) 2 f(x), forallx in (c—h, ¢ +h)
The value f(c) is called the local
maximum value of f.
(b) ciscalledapoint of local minima if there
isanh>0such that
f(c) <f(x), forallx in(c—h,c+h)
The value f(c) is called the local minimum
value of f.
Let fbe a function defined on an open interval
1. Suppose ¢ € I be any point. If f has a local
maxima or a local minima at x = ¢, then either
f'(c)=0or fis notdifferentiable at c.

Test of Local Maxima & Minima

First Derivative Test:

Let f(x) be a function differentiable at x = a. Then

(a) x=aisapointoflocal maximum of f(x), if
(i) f'(a)=0and
(ii) f'(x) changes sign from positive to negative as x

increases througha
x=aisapointof local minimum of f (x), if
(i) f'(a)=0and
(ii) f'(x) changes sign from negative to positive as x
increases througha

Iff'(a) =0, but f'(x) does not change sign as x increases
through a, that is f'(a) has the same sign in the complete
neighourhood of a, then a is neither a point of local
maximum nor a point of local minimum. In this case,
x=aisapointofinflection.

Second Derivative Test:

Let fbe a function defined on an interval I and ¢ € I. Let f be

twice differentiable at c. Then

(i) x=cisapointoflocal maximaiff'(c)=0and " (c)<0
The value f(c) is local maximum value of f.

(i) x=cisapointoflocal minimaiff'(c)=0andf"(c)>0
In this case, f(c) is local minimum value of f.

(iii) Thetestfailsiff'(c)=0andf"(c)=0
In this case, we go back to the first derivative test and
find whether ¢ is a point of local maxima, local minima
orapointofinflection.

B

Absolute Maxima & Absolute Minima

\4

YYo= m(X—X,),

Approximations

where m =slope of tangent = (— or

dx)(’wyo)
£'(x,)

The equation of the normal at (x,, y,) is given

below: I
yy= —E-%)

where m=slope of tangent at (x,, y,)

Let y = f(x), Ax be a small increment in x &
Ay be the increment in y corresponding to the
increment in X, i.e., Ay = f(x + Ax) — f(x).
Then approximate value of

ay= (Y

dy

Let f'be a continuous function on an interval I =[a, b]. Then
has the absolute maximum value and f attains it at least once
in L. Also, f has the absolute minimum value and attains it at
leastoncein .

Let fbe a differentiable function on a closed interval I and let ¢
be any interior point of I. Then

(1) f'(c)=0iffattainsits absolute maximum value atc.

(i1) f'(c)=0if fattains its absolute minimum value at c.

Steps for Finding Absolute Maxima
and/or Absolute Minima

differentiable.
(ii) Taketheend points oftheinterval.

absolute minimum value of .

(i) Findall critical points of fin the interval, i.e., find value of x where either ' (x) =0 or fis not

(iii) Atalltheabove poims (in step (i) and (ii)) calculate the value of f.
(iv) Identify the maximum and minimum values of fout of the values calculated in step (iii). The
maximum value will be the absolute maximum value of fand the minimum value will be the
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INDEFINITE INTEGRAL
©)

Integration by Substitution

DEFINITE INTEGRAL
©)

Fundamental Theorem of Calculus

@ Mind

Standard Integrals

Map-7

A change in the variable of integration
often reduces an integral to one of the
fundamental integrals. The method by
which we change the variable of
integration to some other variable is known
as the method of substitution.

N X+
® IX = n+l +Gae-l Theorem 1 : Let f be a continuous function on the closed interval [a, b] and
let A(x) be area function. Then A'(x) = f(x), ¥ x € [a, b]
Theorem 2 : Let fbe a continuous function defined on the closed interval [a, b]
& Fbe the anti-derivative of f.

®

Definite Integral

()

Integration by Parts

Iu,vdx = uJ.vdx —I[% ‘Jvdx]dx

* dx H is the first function & v is the second function.
i A= B Put x = g(t), raispps) ere,uls
(i) Ia dx = loga +C utx=g(t); 5o dt 40 Selection of first function : For applying integration
ie., dx = g(t) dt by parts, we choose the first function as the function

log|x|+C

G [ %dx =

The definite integral of f(x) between the limits a to b i.e.,

(iid) je"dx =e*+C The de X
ll”ll’ the interval [a, b] is denoted by

b
Then [ (x)dx =[F(x +0I} = F(b) ~F(a)

This is called the definite integral of f over the range [a, b], where a & b are
called the limits of integration, a being the lower limit & b the upper limit.

Consider [ = If(x)dx

If(X)dx and is defined as follows:

a

() Isinxdx:—msx+C

(vi) [oosxdx =sinx +C

(vii) Iseczxdx=wnx+c

(viii) Jcoseclxdx =-cotx+C

(ix) Isecxhnxdx =secx+C

(x) Icosec xcotxdx =—cosec x +C
(xi) Icotxdx =log|sinx |+C

(xii) [ tan x dx = log| secx | +C

(xiif) _[secxdx:log\secx+wnx|+c

(xiv) jcosec xdx = log | cosecx—cotx | +C

1
i ey

dx =sin”! (5J+ o
a

cot [ )+C
a

(xlx).[m/: :—sec ( )+C
1
ol e

dx = u cosec™! (i) +C
2 a a

Thus, I= [f(x)dx = [ £(a(t)g (Ot

Some Important Substitutions are:

Function Substitutions

a2_x2 | x=asinOorx=acos0

‘which comes first in the word ILATE, where
stands for the inverse trigonometric function

L stands for the logarithmic function

A stands for the algebraic functions

T stands for the trigonometric functions
E stands for the exponential functions

sm_lx, cos'lx, tan~Tx etc)

x=atan 0
a? +x?

%2 —a?

x=asecO

O)

Integration Using Partial Fractions

Considerarational function of the form

269
Q=)

where P(x) & Q(x) are polynomials inx & Q(x) # 0.

If degree of P(x) is greater than the degree of Q(x),

then we may divide P(x) by Q(x) such that
PO e, RO
Q) Qx)

where, T(x) is a polynomial in x & degree of R(x)
is less than the degree of Q(x).

T(x) being a polynomial can be easily integrated.
RE), , RO,
Qx) Qx)

sum of partial fractions of the following types:

® px+q A

(x-a)x-b)
(i) PX+‘12 =L+7z
(x-a)" x-a (x-ay
pxz +qx+r1 __A B C

(x- a)(x —b)(x—-c) x-a x-b x-c

bei d by as the

(i

px +qx+r _ A B C

Methods of Integration

When integration cannot be reduced into

(x- a)(x b) x-a (x—a)® x-b
Bx+C
x-a x%+bx+c

(i)

) px +ox+r A
(x- a)(xz +bx+c)

where x2+ bx + ¢ cannot be factorised further.

Integrals of Some Special Functions

dx 1
=—1 +C
—a2 2a og | x+a|

1 a+x
—I +C
2a ug

(iii) I%=lﬂg|x+\/x2—az|+c
(iv) I%:logx+‘lx2+a2 +C

Tf(x)dx =[F(x)IE = F(b)—F(a)

v:hcrc, Jfe)dx=Fx)

The definite integral Tf(x)dx is also defined as the area
bounded by the curveay = f(x), the ordinates x =a,x=b

and the x-axis
Y

(1

O]

Evaluations of Definite Integrals by Substitution

Consider a definite integral of the following form

b
[fe)erax

a
To evaluate this integral we proceed as following
Step 1 : Substitute
Step 2 : Find the limits of integration in new system of variable, i.e. the
lower limit is g(a) and

&(b)
the upper limit is g(b), and the integral is now I f(t)dt

5(@)

Step 3 : Evaluate the integral so obtained by usual method.

(5)

Properties of Definite Integrals

Definite Integral as the Limit of a Sum

Some Special Types of Integrals

some standard form, then i is
performed using following methods :
(i)  Integration by Substitution

(ii) Integration using Partial Fractions
(iii) Integration by Parts

@
Two Standard Forms of an Integral
@ [€*[fx) +£1(0)]dx = £(x) +C
(ii) I[xf '(x)+ f(x)ldx =xf(x)+C

2
DVx?—aldx= %sz —a? —%lug|x+\/x2 —a2|+C

2
(i) X2 +aldx = Zyx? +a2 +3710gx+\/x2 +a?

2

(lﬂ)I\/:dx —\/:+7s1n_1[ )+C

(iv) Integrals of the typesI 7 I\/ax:x—T
+bx+c

+bx+c
can be transformed into standard form by expressing

ax2+bx+c=a|:x2 +b_x+gj|
a a

(2]
=a||x+— | +|=-—
2a a 42
v) Integrals of the types J‘ﬂdx

+bx+c
. J’ PX +9
ax?+ bx +c
can be transformed into standard form by
expressing  px+q= A%(ax2+ bx+c)+B
=A(2ax + b) + B where A & B can be determined
by comparing coefficients on both sides.

+C|

b
[£(x)dx = Hm[f(a)+fa+D)+ - —+fa+(a-T)h)]
2 h—-0

or

J'f(x)dx (b-a) lim [f(a)+f(a+h)
+———+f(a+(n—1)h]

where,h:u—masn—)oo
n

The above expression is known as the definite
integral as the limit of a sum.

b b
@ [tedx = [roat

b a a
(ii) [ £(x)dx =—[ £(x)dx, in particular [ £(x)dx =0
a b

a

b B b

(i) [ £()dx = [F(x)dx+ [ f(x)dx where a <c<b
b w

(V) [f(x)dx = [fa+b-x)dx

a a

(v)jf(x)dx =J"f(a-x)dx

(vi) j' f(x)dx = zjf(x)dx if f{x) is an even function i.e., f-x) = f(x)

-a

I f(x)dx = 0, if f{x) is an odd function i.e., f{—x) =—f(x)

-a

(vil)zf f(x)dx = j.'f(x)dx+j'f(25— x)dx
[} 0 0

2a a
(vl [ £x)dx =2 £x) dx, if £(2a—x) = f(x)
L] 0

=0, if f(2a —x) =—(x)
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Y _
»=g
Area of the region bounded by a Curve y = f(x) & x-axis between Case-I 2=/ ()
the two ordinates -1
\ Y ’ X'« X
B Y
L 53] R Remark : I V=g () Y x=a x=b
S b
X'+ = X A= [le00 - fx)]dx
x=a x=b X > X
4 0 a
o= y =1(x)
x=b Y v x=a x=c¢ x=b
X<5— e o X If the position of the curve under consideration ¢ b Case-lll
, is below the x-axis. Then, area is negative. A= _[f(x)dx +I (x)dx
Y : X g
b b b So, we take its absolute value, i.e., 5 % ¥
Area, A= [dA = [ ydx = [f(x)dx b
a  a a Area (A) =|[F(x)dx
a

pyrey APPLICATIO } [ Area between x<g -
S

v
: dlffereni Curves A = [[gx) - fldx
simple curves ™" (OF INTEGRAL {
Area of the region bounded by a curve x = {(y)
and y-axis between two abscissae. Case-V C -
ase-
Y
y=d y=d Y = Y
. P e A NSO g =g®
. x=g(y) dy & /
dy| :
x=g() 1
e i i
y=c 1 1
X< X Xe¢————+ X ! :
Y b'd X L : X<—p > X
d d If the position of the curve under o “ X e
Kea. A 7J. d 7J- o () d consideration is on the left side of y-axis. : Y
rea, A= | xdy = | g(y)dy Then, area is negative. So, we take its Y < 14
¢ N absolute value, i.e., < 4 b A= _[[f(x) —g(x)]dx + I[g(x) —f(x)]dx
i A=[(y=yp)det [ o=y dx+ [ (- y2)dx a ¢
Area (A)=|[ g(y)dy‘ a ¢ a
<c
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Mind Map-9

Order of

Differential Equation

Differential Equation

The order of a differential equation is the order of the
highest derivative occuring in the differential equation.
For example
&y
de
a Y
gy +x2 ay| - 0 is a third order differential
&’ dx?

+y=0 isasecond order differential equation.

equation.

An equation containing an independent variable,
dependent variable & differential coefficients of
dependent variable w.r.t. independent variable is
called a differential equation.

Forexample, )

N\ . .\ o d 5d;

@) Ey =sinx (u)ay+xy =cotx (iii) dx_g_ﬁ*-ﬁy =x2
A differential equation involving derivatives of the
dependent variable w.r.t only one independent
variable is called an ordinary differential equation.
Above equations are all ordinary differential

equations.

when it is a polynomial of the differential coefficients i.e.,
differential coefficients free from radicals & fractions.

For example

@ @y Y
Since, —§+x2 _Z =0 as order =3
dx dx

d3
its degree = 1, as K}; has power 1.

Degree of Differential Equation
The degree of a differential equation is the highest degree of
the highest derivative occuring in the differential equation

DIFFERENTIALY &— — |

. £

EQUATIONS

Differential Equations with
Variables Separable

equation is of the form EY =F(x,y)

Above equation can also be written as:

L —h(3)-e0

Separating the variables, we have

Integrate both sides [ % = [g00-dx
y

which is the required solution.

If a first order-first degree equation can be expressed in such a manner that coefficient of dx is f(x) &

coefficient of dy is g(y), then we say that variables are separable. A first order-first degree differential

[if F(x, y) can be expressed as product of g(x) & h(y)]

dy _ -dx
hy) g(x)

Linear Differential Equations

Homogeneous Differential
Equations

Solution of Differential Equations

Any relation between the dependent & independent variables
(not involving the derivatives) which, when substituted in the
differential equation reduces it to an identity is called a ‘solution
of the differential equation’.

General Solution : The solution which contains a number of
independent arbitrary constants equal to the order of the equation
is called general solution.

Particular Solution : Solutions obtained from the general
solution by giving particular values to independent arbitrary
constants are called particular solutions.

Formation of
Differential Equation

Formation of a differential equation from a
given equation representing a family of
curves means finding a differential equation
whose solution is the given equation.

The order of a differential equation
representing a family of curves is same as
the number of arbitrary constants present in
the equation corresponding to the family of
curves.

A differential equation of the form %+ Py =Qwhere P&Q

are constants or functions of x only, is known as a First Order
Linear Differential Equation.

dy . dy [ 1 ) x

— t+y=sinx,—=+| — |y=¢

aY i \x )

are some examples of Linear differential equations.

Steps to Solve First Order Linear Differential Equation :

(i) Write the given differential equation in the form gx—y +Py=Q

(i) Find the Integrating Factor (F) =/ P&

(iii) Write the solution of the given differential equation as
YAF)=[(Q<1Fdx+c
Note that if the first order differential equation is in the form

™ +P'x=Q" where P'& Q'are constants or functions ofy only.

ThenLF= ¢ & the solution ofthe differential equationis
given by
x(LF)=[(@xLP)dy+c

Anequation inx & y is said to be homogeneous

iFi n fx,y)
if it can be put in the form g —=Z=where
B & gx,y)

f(x,y) & g(x, y) are homogeneous functions of the
same degreeinx & y.

dy
Here, (x-y)—=x+2
¢ y)dX y

or ¥ _X+2y
dx  x-y
differential equation.

is an example of homogeneous

To solve the homogeneous differential equation
dy _f&xy)
dx  glx,y)’

dy dv

Substitute y = vx & 50 ——=v+x—
ubs yvxsodxvxdx

xdv dx dv
Thy == ==
us v+ e F(v)= x FG)—v

dv

Therefore, solution is-[g =JF( ) +c
x v)-v
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Position Vector

Let O be the origin & P be a point in
space having coordinates (X, y, z) with
respect to the origin O. Then the vector

op iscalled the position vector of the
point Pwith respect to O.

[0Fl = 2 +y%+ 2
The angles made by QP with positive
direction of x, y, & z-axes (say o, p & ¥
respectively) are called its direction
angles, and the cosine value of these
angles i.e., cos @, cos B & cos Y are
called direction cosines of OP |

denoted by /. m & nrespectively. ﬂ\

Vector Quantity

A quantity which has magnitude & also a direction in space is called a vector quantity.
a

The direct line segment AB is a vector denoted as AB or . The point A from where
the vector AB starts is called its initial point, & the point B where it ends is called its
terminal point. The distance between these two points is called the magnitude of the
vector denoted as |E orldora

Mind Map-10

Vector Joining Two Points
LetA(x,,y,,7,) & B(X,, Y., 7,) be any two points in the space, then 04 = x/ + 1,/ + 2,k & OB = x,i +y,] + 2,k
" AB=0B-04 =(6—x)i+(n-)i+(-z)k

B = (e %Y +(n-3) +(-2)

Section Formulae

VECTOR

8-

Types of Vectors

_ ALGEBRA

. Zero Vector : A vector whose
initial and terminal points

Addition of Vectors

coincide, is called a zero | 1.
vector (or null vector) denoted
as Q. Ithaszero magnitude.

. Unit Vector : A vector whose

Triangle Law of Vector Addition
C

The position vector of a point R dividing a line segment joining
the points P & Q whose position vectors are G & b respectively,
in the ratio m : n

Scalar (or dot) Product
of Two Vectors

Let @ &b be the two non-zero vectors (i) internally, is given by mb +nd

inclined at an angle 6, then scalar Lk B

product is defined as : (ii) externally, is given by mb —nd

b =|d||b|l cos®,0<0<m m—n .

Observations: The position vector of the middle point of PQ is given by — (& + I;)
is a real number 2

Vector (or Cross) Product
of Two Vectors

Letd & b betwonon-zero vectors inclinedatan angle 0.

magnitude is unity (i.e., 1

unit) is called unit vector. The

unit vector in the direction of]
isdenotedas .

A
2. Parallelogram Law of Vector

Component of Vector

Then, vector productis defined as : @ x 5 =all5/sin 6 4
where, 7 is a unit vector perpendicular to both vectors
@&b ,suchthat a,b &# formarighthanded system.

. Coinitial Vectors : Two or
more vectors having the
same initial point are called
coinitial vectors.

more vectors are called (i)
collinear, if they are parallel
to the same line, irrespective
of their magnitude. -
. Equal Vectors : Two vectors (i)
are said to be equal, if they
have same magnitude &
direction regardless of the

Addition

. a
- Collinear Vectors : Two or| | properties of Vector Addition :

For any two vectors g &b,

da+b=b+d
(commutative property) _

For any three vectors a,b,&¢,
(@+Db)+S=d+(b+5)
(Associative property)

OA, OB & OCare unit vectors along x,y&z
axes respectively, denoted by i, j & k
respectively

Position Vector of P with reference to O is
given by:

position of their initial
points.

. Negative of a vector : A
vector whose magnitude is
the same as that of the given
vector, but the direction is
opposite to that of it, is called
negative of the given vector.

Multiplication of a OF(or ©)=xit ypr ok
Vector by a Scalar This form of any vector is called its
component form.

Also, (OP) =/ T |=4/x? +y +2?

Consider two vectors & =aji +ay)+azk

& b=b;i+byj+bsk, then;

Multiplication of any vector g by a
scalar A is denoted as A2 & its
magnitude is given as:

&l 1d].
Unit Vector in the Direction of a
given vector : A unit vector in the
direction of given vector @) is given
as: 8 =—4a.

(i) @+b=(ayby)i+(aztby)j+(aztby)k.

(i) Vector d &b are equal if & only if :
=b,a,=b,&a, =b,

(iii) ka l.all +MZJ+M.3k

Observations:

Projection of Vector * @xb isavector 0=
J=ks %

L]
Along a Directed Line oixi=jxj=kxk=0

xb |
ix =i,

Projection of a vector g on other vector j, is L |‘7 Xbl
givenby . ﬁ[g] (@) sin® =215
dab=d|=|= —=—
bl) 15]

i “
Vgct(b)r prcg.luct isnotcommutative. \>/ ]

jxi =—k k><]=—l &1 xk——]

Properties Regarding

a & . . .
If ¢ t th des of a triangle,
Scalar and Vector Product i Caﬂl'gccf V‘ St

then its area is givenby 2

Scalar Product Property : i &b

(i) For three vectors d,b & ¢,
a-(b+¢)=a-b+a- ¢ (distributive property)

(ii) For two vector § & b & any scalar A,
(Ad)-b=A@Eb)=3-(Ab)

Vector Product Property:

(1) For any three vectors ab&g,

ax (b+ ¢)=(ax b) +(a@x<) (dlstnbutlon property)

(ii) For any two vector @ & b and any scalar A,

M@Exb) = (Ad)xb=ax(Ab).

represent the adjacent sides of‘% I3 |
parallelogram then its area is given by

Cross Product.of Vectors in Cqm[p’(mentform
Le ta ai+a j+a3 &b bi+b,j+bk, Then

13|
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Direction Ratios of a Line (DR's)
Any three numbers a, b and ¢ proportional to the direction cosines
1, mand n, respectively are called direction ratios of the line.
o The direction ratios of a line passing through two points 1
P(x,, y1, z)) and Q(x,, ¥, 2,) are (X, = X,), (Y2 = ¥, (. — 2,) Direction Cosines of a Line (DC's)
o lm_n
a b ¢

o [

®

Equation of a Plane P\c-:’ssing Through
Three Non-Collinear Points

Vector Form
[Féc]+[Fab]+[Feal=[abc)
or (F=ad)-[b—d)x (¢ —d)]=0
where,d,h,¢ are the position vector of three given non-
collinear points through which the plane passes.

@

Intercept
Form
of the

Equation

Mind

Map-11
@

Equuiion\o’f a Plane
Perpendicular to a Given Vector
and Passing Through a Given Point

The direction cosines are generally denoted by /, m, n.
z

b
== — 1andn:i <
Ja +b* +c ol b7+ &

©)

Equufiornf a Line

N a
= sm
Va2 +b* 4+

Vector Form

Let a plane pass through a point with position

vector @ and perpendicular to the vector N.

Then its equation is givenas: (7 —a)-N =0

Cartesian Form

Let a plane pass through a point (x,, y, z,) & the

direction ratio of the vector perpendicular to the

planebe A, B, C. Thenits equation is given as:
AX-x)+By-y)+Cz-z)=0 X=X

(10)

Plane Passing ThrotTg'h the Intersection
of Two Given Planes

Hence, I = cos a, m = cos B, 1n = cos y

Cartesian Form Where a, b, ¢ are
the intercepts
made by the
planeonx,y & z
axes
respectively.

Note that I +m* +n? =1 i i
ote that m-+n The equation of plane passing through three non-

collinear points Y with coordinates (x,, y, z),
(X5, ¥2, ) & (X3, Y5, 2;) is given as:

. Equation of a line through a given point with position
vector @ and parallel to a given vector b :
In vector form, 7 = G + Lb
In cartesian form,
X=X _Y=n
a 7A b ¢ . . . T
where, T = xi+yj+zk, @ = xj1+yj+ 7k, b=ai+bj+ck
Here, a, b, c are also the direction ratios of the line.

X=X y-n
»=n

Yi=h

z—z

X, =X z,-2z|=0

z;-z

an

Coplanarit;';l Two Lines

THREE
DIMENSIONAL
GEOMETRY

. Equation of a line passing_through two given points
with position vectors @ and b :

In vector form, 7 =d+ (b —ad)

Vector Form

Vector Form Two lines 7= +\band 7= @, +pb,

Equation of plane passing through the point of intersection of
two planesT-fi; =d; and T -1i, = d, is given as:
P+ Miy) =d, +Ad,

In cartesian form, T=Xx1+y] tzk,
Fox _y=n_zma g G=xityjtak

R I | &B:x2i+y2j+zzlz

are coplanar, if (@, —a)- (b xb,) =0

LA Cartesian Form

Cartesian Form

@

Angle Between Two Lines
In vector form,
The angle between two lines
F=d);+Ab &F=d,+ Hf’z is given as:
bi-by
Il
In cartesian form,
The angle between two lines :
X-X _¥Y-ni_z2-73

1 by €1

g XX _Y¥2_72-7
ay by )

cos0=

is:

44, +bb, +¢cy
& +B +cf ai +b] +c]
cos 0=|/,/,+mm,+nn,|
e [ftwo linesare perpendicular, then
B -5,=0 or a,a, +bb,+¢,c,=0
o Iftwo lines are parallel, then & =25,
ora_b_q

cos 0=

a b o

®

Shortest Distance Between Two Lines

@ Let

1. Distance Between Parallel Lines
The shortest distance between parallel lines
L:F=a+M\b and L,:7=a,+pbis
b x @ -a)
[5]
2. Distance Between Two Skew Lines

Invector form,
The distance between two skew lines

d=

F=d;+Ab; & T =3, +pb, is given as:
P CEVARCARE)
|b1 xb, |
In cartesian form,
The distance between two skew lines :
=X _YN_2Z27%
a by C
andX=X2 Y~ Y2 _Z77
a by 93

A
'11 b )
a 5 <

d
Wooe b + -y + @b |

Equulior‘l-::f a Plane
in Normal Form

Vector Form

Foi=d
Here T =xi+yj+zk
il is the unit vector along the
normal from origin to the
plane.
d is perpendicular distance of
the plane from the origin.
Cartesian Form
Ix+my+nz=d
where /, m, n are the direction
cosines of # (unit vector along
the normal from origin to the
plane).

iy :Alf + Bﬁ + Clﬁ .
ny =A,i+Byj+Cok
and T = xi+yj+zk,
therefore its cartesian equation is:

(Ax+By+Cz—-d)+MAx+By+Cz—-d)=0

X=h_Y=Ih_27%4
a4 b ]
and X=X _Y~h _Z7%

a4 b, ©

Two lines

are coplanar, if 27% "N AHTAH

(19)

Angle Between a Line and a Plane

a by ¢ [=0

9 b, ©

®)

Vector Form
Angle between a line
T=a+Ab and aplane T-ii=d is

Disiunc:of a Point Angle Between Two Planes

from a Plane

Vector Form : The angle between two

cos0= E‘l
Bl
Cartesian Form
X=X _¥Y=N1_2-%
ay by a
and a plane a)x + b,y + ¢,z =d is given as:

Angle between a line

aa, +bb, +cc,
al +b +¢ Ja; +b] +c;
If line is perpendicular to the plane,
then 7i=Af or 4=b_4

cos6=

L. a, G
If line is parallel to the plane, then

Vector Form

Distance of a point with
position vector g from a plane
f-fi=d is given as:

Cartesian Form
Distance of a point (x, y,, 7,)
from a plane : ax + by + cz=d is
givenas:

@, +by, +cz —d

planes
T-fi=d) & T-fi=d, is given as:

Cartesian Form The angle between two

planes ajx +byy+c;z+d, =0

and a,x + b,y + ¢,z +d, =0 is given as
%4a, +hb, +oc,

e If two planes are perpendicular, then
nom=0 or a6, +bb+cc, =0

e If two planes are parallel, then

|a-7i—a]
[

cos@=

Nat +b +c*

ib=0 or aa,+bb+cc,=0

A=A, or A=2_4
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Mathematical form of Linear Corner Point Method of Solving LPP
Programming Problems

- - Steps Involved :
The general mathematical form of a linear (1) Find the feasible region of the LPP & determine its corner points (vertices)
programming problem may be written as follow. either by inspection or by solving the two equations of the lines intersecting at
Objective Function: Z=Cx+Cy Li . that point

; B . inear Programming Problem pomt. - . .
Subject to constraints are: (] ogra 9 oblems (2) Evaluate the objective function Z = ax + by at each corner point. Let M & m,
a,x+byy<d, respectively be the largest & smallest values of these points.

A linear programming problem is concerned with finding the i P " .
ax+bysdete minimum or maximum value of a linear function Z (called 3 O :Z:ﬁ;ﬂl: ?;issleorfeég!on is bounded, M & m are the maximum &

and non-negative restrictions are Xz 0,y=0 . objective function) of several variables (say x & y), subject to (if) Incase the feasible region is unbounded, we have:
(1) Objective Function : A linear function certain conditions that the variables are non-negative & satisfy (a) M is the maximum gvalue of Z. if the ope half plane determined by

Z = 8x + by, where a.@ b are-constants, asetoflinear inequalities (called linear constraints). ax + by >M has no point in common with the feasible region. Otherwise, Z

which has to be maximized or minimized -
has no maximum value.

ding t t of gi diti i P - i ;
Aceoreig 1o 8. set 9. given condiions, 18 (b) Similarly, m is the minimum value of Z, if the open half plane

called a linear objective function. . o . .
Decision Variables : In the objective determined by ax + by < m has no point in common with the feasible
function Z = ax + by, the variables x, y are region. Otherwise, Z has no minimum value.

said to be decision variables.
Constraints : The restrictions in the form of Types of Linear Prog ramming Problems

inequalities on the variables of a linear L I N E A R

programming problem are called i) Manufacturing Problems

constraints. The condition x > 0, y > 0 are In such problem, we determine the number of units of different products which should be produced and sold by a firm

known as non-negative restrictions. P RO G RA M M l N G when each product requires a fixed man power, machine hours, labour hour per unit of product, ware house space per

In the constraints given in the general form unit of the output etc., in order to make maximum profit.

of a LPP there may be anyone of the 3 signs Diet Problems

<=2 We determine the amount of different types of constituents or nutrients which should be included in a diet so as to

minimise the cost of the desired diet such that it contains a certain minimum amount of each constituent / nutrients.

Transportation Problems

Some Important Terms In these problems, we determine a transportation schedule in order to find the cheapest way of transporting a product
Related to LPP from plants/factories situated at different locations to different markets.

Feasible Region : The common region 4&» Mathematical Formulation of Linear Programming Problems

determined by all the constraints

including non-negative constraints x, y > 0 The following Algorithm will be helpful in the mathematical Formation of L.P.P.

of linear programming problem is known Algorithm

as feasible region (or solution region). If Step-1 In every LPP certain decision are to be made. These decision are represented by decision variables. These

we shade the region according to the given Theorems for Solvin g Linear decision variable are those quantities whose values are to be determined. Identify the variables and denote

constraints, then the shaded area is the st Eremns themby x,, X,, X;... . ) . ) ) ) )

feasible region which is the common area ] L] Step-2 Identify the objecFlvelfunctlon fi,nd expressitasa linear functlog of the variables 1ntr0Ad1llce‘d‘m step 1.

of the regions drawn under the given Theorem 1 Step-3 InaLPP the objf:ctlye functlfm may b_e in the fom of maximizing prof_lts or minimizing costs, so after

constraints. i i expressing lhg ObjeCFlV.e fqnctlon asa l}neaf ﬁ}ncthv of the decmqn v'anables,'we must find the type of

Feasible Solution : Each point within & LetR be the feasible region (convex poliygon) fora optimization i.e. maximization or minimization identify the type of objective function. ]

on the boundary of the feasible region linear ]?roglrammmg.problem andletZ=ax +by be Step-4 Identl_fy the set of constraints, stated in terms of decision variables and express them as linear inequations or

. ‘ g the objective function. When Z has an optimal equations as the case may be.

represents feasible solution of constraints. value (maximum or minimum), where the
Note that in the feasible region there are variables x and y are subject to constraints

infinitely many points which satisfy the described by linear inequalities, the optimal value

given condition. o must occur ata corner point of the feasible region. First ofall formulate the given problem in terms of mathematical constraints and an objective function.

?Pt_i:l‘al So_l“ﬁ";]‘ : A“y lem i thel Iiiel;];exﬁlz feasibl on forali i The constraints would be inequations which shall be plotted and relevant area shall be shaded and check that feasible
easible region that gives the optima € citheieasibleTegion.lor a.linear programming region is bounded or unbounded.

value (maximum or minimum) of the problem, and letZ =ax + by be the objective function. The corner points of common shaded area shall be identified and the coordinates corresponding to these points shall

objective function is called an optimal IfR is bounded then the objective function Z has both be substituted in the objective function.

solution. maximum and minimum value on R and each of The coordinates of one corner point which maximize or minimize the objective function shall be optimal solution of

these occurs ata corner point of R. the given problem.

Note that if feasible region is unbounded, then a maximum or a minimum value of the objective function may not
exist. However, if it exists, it must occur at a corner point of feasible region.

Solution of the Linear Programming Problems
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Random Variable & its Probability Distributions

Conditional Probability M .
ind

If E and F are two events associated with the sample space of a random

Map-13

A random variable is a real valued function whose domain is the sample space of a

experiment, the conditional probability of the event E given that F has occured is

givenas:

PEF) = o =y RE#0

Properties of Conditional Probability

1. LetE &F be events of sample space S of an experiment, then we have

P(S/F)=P(F/F)=1.

2. IfAand B are any two events of a sample space S & F is an event of S such

that P(F)#0, then
P((AUB)/F)=P(A/F)+P(B/F)-P((ANB)/F)
In particular if A and B are disjoint events, then
P((AUB)/F)=P(A/F)+P(B/F)
P(E'/F)=1-P(E/F)

random experiment.
The probability distribution of a random variable X is the system of numbers.
X i % % o X

PX): p P s

n
where,p>0, ¥ p;=1i=12,....,n
i=1

The real numbers x,, x,, ...,x, are the possible values of the random variable X and
p;i i=1,2, .., n) is the probability of the random variable X taking the value x;
ie,P(X=x)=p,

P(E N F)=P(E) P(F/E)
= P(F) P(E/F)
provided P(E) # 0 & P(F) # 0

Multiplication Theorem on Probability 4—a

Fortwo events E & F associated with a sample space S, we have

The above result is known as Multiplication Rule of Probability.

Mean of a Random Variable

Independent Events

The mean (p) of a random variable X is also called the expectation of X, denoted by E(X)
n
EQO == 3 xip;
i=

Here X, X,, ...,X, are possible values of random variable X, occuring with probabilities p;, p,, ....p,
respectively.

PROBABILITY

Variance of a Random Variable

Two or more events are said to be independent if
occurrence or non-occurrence of any of them does
not affect the probability of occurrence or non-
occurrence of other events. For example, when two
cards are drawn from a pack of 52 playing cards
with replacement (the first card drawn is put back in
the pack & then the second card is drawn).
(i) IfE & F are independent, then
P(ENF)=P(E)P(F)
P(E/F)=P(E),P(F)=0
P(F/E)=P(F),P(E)#0
(ii) Three events A, B & C are said to be mutually
independent, if
P(AnB)=P(A)P(B)
P(ANC)=P(A)P(C)
P(BNC)=P(B)P(C)
&P(ANBNC)=P(A)P(B)P(C)
Ifat least one of the above is not true for three given
events, we say that the events are not independent.

Baye’s Theorem

Let X be a random variable whose possible values x,, X,, ...,x, occur with probabilities p(x,), p(x,),
...p(x,) respectively. Also let p = E(X) be the mean of X, then the variance of X is given as:

Var (X) or o = & (5 -7 (s = E(X — )’ = E(X) ~ [ECOT

The non-negative number, Ox =yVarX) is called the Standard Deviation of random variable X.

Partition of a Sample Space
Asetofevents E, E,, ..., E, is said to represent a partition of
the sample space S if
(a)E,nE;=¢,i#},i,j=1,2,3,...n
(b)E,UE,uU...UE =S
(c)P(E)>0foralli=1,2,...n
Theorem of Total Probability.

et {E, , E,} be a partition of the sample space S, and
suppose that each of the events E,, E,, ....., E, has nonzero
probability of occurence. Let A be any event associated with
S, then n
P(A)=3 P(Ej)P(A/Ej)

=1

Baye's Theorem: IfE ,E,, ..., E, are non-empty events which
constitute a partition of sample space S & A is any event of
non-zero probability.

P(E;)P(A/E;)
E PE j)P(A /E j)
=1

P(E;/A)= foranyi=1,2,3,...,n

Bernoulli Trials & Binomial Distribution

Bernoulli Trials :
Trials of a random experiment are called Bernoulli trials, if they satisty the following conditions:

(i) There should be a finite number of trials.

(ii) The trials should be independent.

(iii) Each trial has exactly two outcomes: success or failure.

(iv) The probability of success remains same in each trial.

Binomial Distribution :

The probability distribution of number of successes in an experiment consisting of n Bernoulli trials may
be obtained by the binomial expansion (q + p)", where p is probability of success in each trial and
p+q= 1. Hence, this distribution (also called Binomial distribution B(n, p)) of number of successes X
can be written as:

X 0 1 2 X n

P(x) ucoqn nclqn—lpl nCzqn_sz uqun—xpx nC“pn

The probability of X successes P(X =x) is also denoted by P(x) is given as:
P(x)="C,q" P x=0,1,-n @=1-p).
This P(x) is called the probability function of the binomial distribution.
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